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Abstract

In systems with resource constraints, such as actuation limitations or limited communication bandwidth, it is desired to obtain control signals that are either sparse or sporadically changing in time to reduce resource utilization. In this paper, we propose a resource-aware self-triggered MPC strategy for discrete-time nonlinear systems subject to state and input constraints that has three important features: Firstly, significant reductions in resource utilization can be realized without modifying the cost function by input regularization or explicitly penalizing resource usage. Secondly, the control laws and triggering mechanisms are synthesized so that a priori chosen performance levels (in terms of the original cost function) are guaranteed by design next to asymptotic stability and constraint satisfaction. Thirdly, we address the co-design problem of jointly designing the feedback law and the triggering condition. By means of numerical examples, we show the effectiveness of this novel strategy.
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1. Introduction

In more and more control applications, it becomes essential to explicitly address resource constraints in the implementation and the design of the control law. Due to constraints on a system’s actuation resources it may be desirable to have control signals that are either sparse or sporadically changing in time. The use of sparse or sporadically changing actuation signals can have several benefits, such as improved fuel efficiency or a larger lifetime of actuators subject to wear and tear. For instance, in [1] sparse thrust actuation signals are obtained to use fuel in the control of a spacecraft in an efficient manner, and in [2] sporadically changing actuation is used in the control of an autonomous underwater vehicle in order to decrease fuel consumption and increase the deployment time. Also in overactuated systems, it can be desirable to have a smart control allocation policy that does not require each actuator to be updated continuously in order to realize a desired level of performance. One specific example includes the usage of sparse actuation signals to control the roll of an overactuated ship [3].

Next to systems with constrained actuation resources, also in the area of networked control systems (NCSs) [4] with scarce communication resources there is an interest in control signals that are sparse or sporadically changing in time, depending on whether the control value is set to zero or held to the previous value, respectively, when no new information is received by the actuators, see, e.g., [5]. In case the communication in NCSs is wireless, a further resource constraint is often induced by battery-powered sensors. Indeed, the radio chip, used to communicate sensor data required to update the control law, is the primary source of energy consumption in the sensors [6]. Hence, reducing the number of times the control law needs to be executed in NCSs leads to lower network resource utilization and enhanced lifetimes of the battery-powered devices.

Given the above motivations, in this paper, we are particularly interested in resource-aware control strategies for discrete-time nonlinear systems that have scarce (actuation and/or communication) resources, and, moreover, are subject to state and input constraints. One of the most widely used techniques for control of constrained systems is model predictive control (MPC). In fact, several works already exist in the literature addressing the control of constrained systems with scarce resources. The most well known approach is based on modifying the MPC problem by appending the original MPC control cost with an $\ell_1$ penalty on the input in order to obtain sparse input signals. Regularizing by the $\ell_1$-norm is known to induce sparsity in the sense that, individual components of the input signal will be equal to zero, see, e.g., [3, 7, 8, 9], in which the focus is on discrete-time linear systems. Also different types of sum-of-norms regularization can be used to obtain so-called group sparsity, meaning that at many time instances the entire input vector becomes zero, see, e.g., [10]. Although a regularization penalty on the input is effective in obtaining sparse solutions, due to the altered cost function no performance guarantees are given in terms of the original MPC cost function.

Considering the NCS literature, two main approaches oriented towards generating sporadically changing input signals (to save computation and communication resources) can be distinguished, namely, event-triggered control (ETC), see, e.g., [11, 12, 13, 14, 15, 16, 17], and self-triggered control (STC), see, e.g., [18, 19, 20, 21, 22, 23, 24, 25], see also [26] for a recent overview. In ETC and STC, the control law consists of two elements being a feedback controller that computes the control input, and a triggering mechanism that determines when the control input has to be updated. The difference between ETC and STC is that in the former the triggering consists of verifying...
a specific condition continuously and when it becomes true, the control task is triggered, while in the latter at an update time the next update time is pre-computed. In the context of NCSs, another popular approach to reduce utilization of communication resources (without resorting to sporadically changing input signals) in networks with messages with a high payload is packet-based predictive control in which a sequence of inputs and/or states is sent to the actuators (instead of a single input value), see, e.g., [27, 28, 29]. In fact, there are several works available that combine ideas from ETC and packet-based predictive control, see, e.g., [30, 31, 32]. In [30] an event-triggered MPC setup for unconstrained systems was presented using tools from input-to-state stability (ISS). Extensions of this work were presented in [31] in which ETC schemes for constrained discrete-time systems were proposed. In particular, the optimal control sequence coming from the MPC optimization problem is applied in an open-loop fashion between the event times. In [32], another ETC scheme based on using the sequence of optimal controls obtained from the MPC optimization problem is presented, for discrete-time linear systems. In addition to sending the computed MPC input sequence to the actuators, in [32], also the predicted optimal state (or output) sequence is transmitted to the sensors. An event-triggering mechanism, positioned at the sensors, is chosen such that it detects if the true states deviate from the predicted states in the MPC problem, using absolute thresholds. Note that in [30, 31, 32] the control law and the triggering condition are designed independently, and also that no a priori performance guarantees on the (original) control cost are provided.

The ideas in [30, 31, 32] are appealing for NCS applications, but they still require the actuators to be updated in a periodic manner (at every time step), which is undesirable in control applications with constrained actuation resources. In addition the schemes in [30, 31, 32] would lead to bursts of communication at certain points in time, which one may like to avoid, especially in networks with messages with a low payload. To ameliorate this communication burden, [9] proposes a packet-based predictive control scheme that combines a classical quadratic MPC cost function with \( \ell_1 \) input regularization and sends the obtained sparse input sequences to the actuators. A STC approach for unconstrained discrete-time linear systems that avoids bursts in communication and frequent updating of the actuators by sending only a single control value and keeping this constant until the next execution time is presented in [33]. The strategy in [33] solves a co-design problem of simultaneously designing the control law and the triggering condition and allows trading in control performance to obtain lower (communication and/or actuation) resource utilization. In particular, [33] follows an \( \ell_1 \)-like regularization to solve the co-design problem by augmenting the quadratic cost function related to control performance with a penalty related to sampling the system (and updating the control law). Due to the additional penalties in [9, 33], no performance guarantees are given in terms of the original MPC cost function. In [34], a scheme with the same purpose as in [33] is considered, also for unconstrained discrete-time linear systems. Instead of sending a single control value, [34] employs also an optimization-based approach using rollout techniques for minimizing a desired quadratic cost function with an explicit constraint on the average sampling/actuation rate. However, note that [9, 33, 34] only apply to unconstrained discrete-time linear systems. All these works focus on discrete-time systems, but note that also in the context of continuous-time NMPC event-triggered implementations have been proposed in [35] and [36].

This paper provides an extension of our preliminary works [25, 37]. In [25], we proposed a self-triggered control scheme with an a priori guaranteed level of performance, in terms of quadratic cost, for discrete-time linear unconstrained systems, which was extended in [37] to a self-triggered MPC scheme that is capable of handling state and input constraints for linear systems. In this paper, we propose a general framework for the self-triggered MPC strategy applying to discrete-time nonlinear systems subject to state and input constraints and a possibly non-quadratic cost function. Moreover, in [25, 37], the focus is on obtaining sporadically changing input profiles, whereas this paper shows also how the framework can be extended to include the case where sparse input profiles are desired. The proposed self-triggered control law possesses three important features: (i) significant reductions in resource utilization are obtained, (ii) a priori closed-loop performance guarantees are provided (by design) in terms of the original cost function, next to asymptotic stability and constraint satisfaction, (iii) co-design of both the feedback law and triggering condition is achieved. To elaborate on these features, we emphasize that the proposed STC approach reduces resource utilization without modifying the cost function by input regularization or explicitly penalizing resource usage, thereby being essentially different from [3, 7, 8, 9, 10, 33]. This feature enables that the proposed STC strategy will not only realize stabilization towards a desired equilibrium, but it also provides a priori guarantees on an infinite horizon cost directly related to the MPC cost (feature (ii)). More specifically, one can choose a priori a desired suboptimal level of control performance, and the controller design will automatically take this into account, while at the same time aiming for a reduction of the network and actuation resources (feature (i)). Regarding feature (iii), we note that most existing design methods for ETC and STC are emulation-based in the sense that the feedback controller is designed assuming a standard time-triggered implementation, and thus not taking the eventual event- or self-triggered implementation into account. The triggering mechanism in then designed in a subsequent phase (in which the controller is already fixed). Since the feedback controller is designed before the triggering mechanism, it is difficult, if not impossible, to obtain an optimal design of the combined feedback controller and the triggering mechanism in the sense that the minimum number of controller executions is achieved while guaranteeing stability and a certain level of closed-loop performance. In this paper, we provide a synthesis technique that determines the next execution time of the algorithm and the applied control value simultaneously, thereby selecting control values that are optimized for not being updated for a maximal number of steps. The presented self-triggered MPC framework offers the flexibility to configure it for limited actuator applications (inducing the control input to be sparse)
or networked control applications (by, for instance, keeping the control input constant as much as possible) by selecting proper admissible control sequences in the MPC optimal control problem. This also further extends our results in the preliminary paper [37], where only the latter case was considered. Finally, compared to packet-based solutions, note that in our solution bursts in communications can be avoided as it is the objective of the control strategy to send just a single control value and not a sequence of predicted future values to the actuators.

The remainder of the paper is organized as follows. After indicating the notational conventions used in this paper, Section 2 the problem formulation is presented where a stabilizing MPC setup is described, which forms the basis for developing the self-triggered MPC strategy. The proposed self-triggered approach is discussed in Section 3, while Section 4 contains the implementation considerations. The effectiveness of the proposed approach is demonstrated by means of numerical examples in Section 5. Finally, Section 6 presents the conclusions.

1.1. Nomenclature

Let $\mathbb{R}$ and $\mathbb{N}$ denote the set of real numbers and the set of non-negative integers (including zero), respectively. For $s, t \in \mathbb{N}$, the notation $\mathbb{N}_{\geq s}$, $\mathbb{N}_{[s,t]}$ and $\mathbb{N}_{(s,t)}$ is used to denote the sets $\{r \in \mathbb{N} | r \geq s\}$, $\{r \in \mathbb{N} | s \leq r < t\}$, $\{r \in \mathbb{N} | s < r \leq t\}$, and $\{r \in \mathbb{N} | s \leq r < t\}$, respectively. Sequences of vectors are indicated by bold letters, e.g., $u = (u_0, u_1, \ldots, u_M)$ with $u_t \in \mathbb{R}^n$, $t \in \{0, 1, \ldots, M\}$, where $M \in \mathbb{N} \cup \{\infty\}$ will be clear from the context. A function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is a $\mathcal{K}$-function if it is continuous, strictly increasing and $\alpha(0) = 0$. The empty set is denoted by $\emptyset$.

2. Problem formulation

In this paper we consider a discrete-time nonlinear system of the form

$$x_{t+1} = g(x_t, u_t),$$

(1)

where $x_t \in \mathbb{R}^n$ and $u_t \in \mathbb{R}^m$ are the state and the input, respectively, at time $t \in \mathbb{N}$. We assume that $g : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is continuous and that $g(0, 0) = 0$, indicating that 0 is an equilibrium for (1) under zero input. The system (1) is subject to input and state constraints given by

$$u_t \in \mathbb{U} \quad \text{and} \quad x_t \in \mathcal{X}, \quad t \in \mathbb{N},$$

(2)

where $\mathcal{X} \subseteq \mathbb{R}^n$ and $\mathbb{U} \subseteq \mathbb{R}^m$ are convex and compact sets containing the origin in their interiors. For $N \in \mathbb{N}$, $x_N(x, u)$ denotes the solution to (1) at time $k \in \mathbb{N}_{[0,N]}$ initialized at $x_0 = x$ and with control input sequence given by $u = (u_0, u_1, \ldots, u_{N-1})$.

2.1. Standard stabilizing MPC setup

For the system (1), we now consider the MPC setup given by the following optimization problem. For a fixed prediction horizon $N \in \mathbb{N}_{\geq 1}$, given state $x_t = x \in \mathcal{X}$ at time $t \in \mathbb{N}$,

$$\min_{u \in \mathbb{U}} J_N(x, u) := F(x_N(x, u)) + \sum_{k=0}^{N-1} L(x_k(x, u), u_k)$$

(3a)

w.r.t. $u \in \mathcal{U}_N(x) := \{u \in \mathbb{U}^N | \forall k \in \{1, 2, \ldots, N - 1\}, \quad x_k(x, u) \in \mathcal{X} \text{ and } x_N(x, u) \in \mathcal{X}_T\}.$

(3b)

Here, $\mathcal{X}_T \subseteq \mathcal{X}$ is the terminal set, which is assumed to be closed and to contain the origin in its interior. The stage cost is given by $L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_{\geq 0}$, where $L(0, 0) = 0$, and the terminal cost is given by $F : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, where $F(0) = 0$. We assume that $L$ and $F$ are continuous functions.

A state $x \in \mathcal{X}$ is called feasible for the optimization problem (3) if there exists at least one admissible input sequence, i.e., $\mathcal{U}_N(x) \neq \emptyset$. The set of feasible states is denoted by $\mathcal{X}_f$, i.e., $\mathcal{X}_f = \{x \in \mathcal{X} | \mathcal{U}_N(x) \not= \emptyset\}$. As $N$ is finite, the given conditions ensure the existence of a minimum for the optimization problem (3). Hence, $V : \mathcal{X}_f \to \mathbb{R}_{\geq 0}$ is the MPC value function given by

$$V(x) := \min_{u \in \mathcal{U}_N(x)} J_N(x, u).$$

(4)

For any state $x \in \mathcal{X}_f$, there exists a unique optimal sequence of control updates denoted by $u^*(x) = (u_0^*(x), \ldots, u_{N-1}^*(x))$.

Hence,

$$J_N(x, u^*(x)) = \min_{u \in \mathcal{U}_N(x)} J_N(x, u).$$

(5)

The resulting MPC law $u^{mpc} : \mathcal{X}_f \to \mathbb{U}$ is now defined as

$$u^{mpc}(x) := u_0^*(x),$$

(6)

which is implemented in a receding horizon fashion as

$$u_t = u^{mpc}(x_t), \quad t \in \mathbb{N}.$$  

(7)

To guarantee recursive feasibility and closed-loop stability in the above setup we will use the terminal set and cost method, see, e.g., [38], for which we require the following assumptions throughout the remainder of the paper.

Assumption 1. There exists $K : \mathcal{X}_T \to \mathbb{R}^n$ such that for $x \in \mathcal{X}_f$

$$F(g(x, K(x))) - F(x) \leq -L(x, K(x)),$$

(8a)

$$g(x, K(x)) \in \mathcal{X}_T,$$

(8b)

$$K(x) \in \mathcal{U}.$$  

(8c)

Moreover, there exist $\alpha_1$, $\alpha_2 \in \mathcal{K}$ such that

$$L(x, u) \geq \alpha_1(\|x\|), \quad \text{for all } x \in \mathcal{X}_f, u \in \mathbb{U},$$

(8d)

$$F(x) \leq \alpha_2(\|x\|), \quad \text{for all } x \in \mathcal{X}_T.$$  

(8e)

Under these standing assumptions, the optimal MPC law as in (7) results in a closed-loop system given by (1) and (7), which

(i) is asymptotically stable in $\mathcal{X}_f$, in the sense that

...
• [well-posedness]: for each $x_0 \in \mathbb{X}_f$, the corresponding trajectory $x_t$ to (1) and (7) exists for all $t \in \mathbb{N}$;
• [Lyapunov stability]: for any $\varepsilon > 0$ there is a $\delta > 0$ such that if $x_0 \in \mathbb{X}_f$ and $\|x_0\| \leq \delta$ then the corresponding trajectory $x_t$ to (1) and (7) satisfies $\|x_t\| \leq \varepsilon$;
• [attractivity]: for any $x_0 \in \mathbb{X}_f$ the corresponding trajectory $x_t$ to (1) and (7) satisfies $\lim_{t \to \infty} x_t = 0$.

(ii) satisfies input and state constraints, i.e., (2).

(iii) leads to performance guarantees of the form

$$\sum_{t=0}^{\infty} L(x_t, u_t) \leq V(x_0), \quad (9)$$

See [38] and the references therein, for the proofs and further details on the terminal set and cost method.

2.2. Resource-aware MPC with guaranteed performance

Clearly for all $x_0 \in \mathbb{X}_f$, the implementation of (7) requires the computation of the control value $u^\text{mpc}(x_t)$ and uses communication and/or actuation resources at each instant $t \in \mathbb{N}$. This is undesirable in systems with limited resources, where it may be preferable to use input profiles that reduce the required resource utilization. As already indicated in the introduction, such resource-aware input profiles are typically sparse in case communication resources are limited or sporadically changing in case communication resources are limited.

The main focus of this paper is to synthesize control laws that take scarceness of the available (actuation and/or communication) resources into account, but still guarantee certain performance requirements in terms of the infinite horizon cost as in (9), next to closed-loop asymptotic stability in $\mathbb{X}_f$ as in (i) and constraint satisfaction as in (ii). In particular, regarding the former, we aim at obtaining resource-aware input signals while still satisfying the performance guarantee

$$\sum_{t=0}^{\infty} L(x_t, u_t) \leq \beta V(x_0), \quad (10)$$

where a performance degradation index $\beta \geq 1$ is introduced to balance the degree of sub-optimality and the resource utilization.

**Remark 1.** Although we focus on the MPC setup discussed in this section, the proposed self-triggered strategy can be based on any asymptotically stabilizing MPC setup that is recursively feasible such that for each $x \in \mathbb{X}_f$ there exists $u \in \mathbb{U}$ such that $V(g(x, u)) - V(x) \leq -L(x, u)$ and $g(x, u) \in \mathbb{X}_f$.

3. Self-triggered strategy

In this section we present a so-called self-triggered approach to solve the problem formulated in Section 2.2, focusing on the case of sparsity. In Section 3.2, we present variants of the self-triggered approach based on other input profiles relevant for certain type of applications (e.g., requiring sporadically changing input profiles) and in Section 3.3 we derive various important theoretical properties.

3.1. Approach and algorithm for self-triggered MPC

To introduce the approach, consider the set of execution times $\{t_l | l \in \mathbb{N}\} \subseteq \mathbb{N}$ of the control algorithm that satisfies $t_{l+1} > t_l$, for all $l \in \mathbb{N}$, and $t_0 = 0$, and the corresponding control signal

$$u_t = \begin{cases} \bar{u}_l, & t = t_l, \\ 0, & t \in \mathbb{N}_{[t_l+1,t_{l+1})} \end{cases} \quad (11)$$

where $\bar{u}_l \in \mathbb{U}$, $l \in \mathbb{N}$. At an execution time $t_l$ the goal is to choose both the next control value $\bar{u}_l$ and the next execution time $t_{l+1} > t_l$. In fact, $t_{l+1}$ will be selected as large as possible while still leading to the guarantee (10). Note that there is no actuation (and also no computation and communication) on times $t_l+1, t_l+2, \ldots, t_{l+1} - 1$. Instrumental in guaranteeing (10) will be the dissipation-like inequality

$$\sum_{t=0}^{t_{l+1}-1} L(x_t, u_t) \leq \beta \left[ V(x_{t_l}) - V(x_{t_{l+1}}) \right] \quad (12)$$

subject to

$$x_t = \begin{cases} \bar{u}_l, & t = t_l, \\ 0, & t \in \mathbb{N}_{[t_l+1,t_{l+1})} \end{cases}$$

as we will see. In particular, at execution time $t_l$ with state $x_l$, the aim will now be to maximize $t_{l+1}$ such that there exists a $\bar{u}_l$ for which the conditions in (12) are feasible. To formalize this setup, the notation

$$\bar{\mathcal{U}}_M(x) := \left\{ u \in \mathbb{U}^M \mid \forall i \in \mathbb{N}_{[t_{l+1}-1]}, (x_l, u) = x_l, \text{ and } x_{M+1}(x, u) \in \mathbb{X}_f \right\} \quad (13)$$

is introduced, in which the projection operators $\Pi_i : (\mathbb{R}^n)^M \to \mathbb{R}^n$, $i \in \mathbb{N}_{[0,M-1]}$, are given by $\Pi_i u = u_i$ for $u = (u_0, u_1, \ldots, u_{M-1})$ with $u_i \in \mathbb{R}^n$, $i \in \mathbb{N}_{[0,M-1]}$. Hence, the constraints in (13) specify, amongst others, that $u \in \bar{\mathcal{U}}_M(x)$ is of the form $(\bar{u}_0, 0, \ldots, 0)$ for some $\bar{u}_0 \in \mathbb{U}$. An example of $u \in \bar{\mathcal{U}}_M(x)$ is shown in Figure 1(a).

Using the notation in (13) and letting $M_t := t_{l+1} - t_l$ and $x_0 = x$, inequality (12) can be rewritten as

$$\sum_{k=0}^{M_t-1} L(x_k, u_k, \Pi_k u) \leq \beta \left[ V(x) - V(x_M(x, u)) \right] \quad (14)$$

subject to $u \in \bar{\mathcal{U}}_M(x)$,

where we used the time-invariance of both the system dynamics (1) and the constraints (2) to apply a time shift. Hence, at time $t_l$ with state $x_l = x$ we aim at maximizing $M_t \in \mathbb{N}$, say $M_t^* \in \mathbb{N}$, such that (14) is still feasible for some $u \in \bar{\mathcal{U}}_M(x)$. Naturally, $t_{l+1} = t_l + M_t^*$ and $u_t$ in (11) is then taken as $u_t = \Pi_{M_t^*} u$, $t \in \mathbb{N}_{[t_l+1,t_{l+1})}$. To express this formally, we define for $x \in \mathbb{X}_f$ and fixed $M_t = M$,

$$\bar{\mathcal{U}}_M^t(x) := \left\{ u \in \bar{\mathcal{U}}_M(x) \mid (16) \text{ holds} \right\} \quad (15)$$

where

$$\sum_{k=0}^{M-1} L(x_k, u_k, \Pi_k u) \leq \beta \left[ V(x) - V(x_M(x, u)) \right]$$

(16)
Based on the above considerations, the following self-triggered MPC algorithm is proposed, where we use an integer \( M \in \mathbb{N}_{\geq 1} \) as a predefined upperbound on the inter-execution times. The upperbound \( M \) allows to limit the maximal time allowed between two consecutive execution times. As a consequence, it limits the number of optimization problems that are to be solved in evaluating Algorithm 1, on which we elaborate further in Section 4. In this way, the computational resources required for evaluating Algorithm 1 can be appropriately adapted, e.g., based on the available hardware.

Algorithm 1. At execution time \( t_1 \in \mathbb{N}, \ell \in \mathbb{N} \), with corresponding state \( x_0 = x \), the next update time \( t_{\ell+1} \) and the corresponding control signal for \( t \in \mathbb{N}_{[t_1, t_{\ell+1}]} \) are given by

\[
\begin{align*}
t_{\ell+1} & = t_1 + M^\ell(x), \\
u_t & = \Pi_{t-\ell} \mathbf{u}, \quad t \in \mathbb{N}_{[t_1, t_{\ell+1}]} \quad \text{for some } \mathbf{u} \in \mathcal{U}^\ell(x),
\end{align*}
\]

where

\[
M^\ell(x) := \max\{M \in \{1, 2, \ldots, M\} \mid \mathcal{U}^\ell_M(x) \neq \emptyset\}
\]

and

\[
\mathcal{U}^\ell(x) := \mathcal{U}^\ell_{M^\ell(x)}(x).
\]

Here, \( M^\ell : \mathbb{R}^n \to \{1, 2, \ldots, M\} \) and \( \mathcal{U}^\ell : \mathbb{R}^n \to \mathbb{R}^{M^\ell(x)} \) denote the time between two executions and the set of possible control sequences, respectively. Note that only \( \Pi_0 \mathbf{u} \) with \( \mathbf{u} \in \mathcal{U}^\ell(x) \) has to be transmitted to the actuators, as afterwards only zero inputs are implemented until a new control value is received.

### 3.2. Variants of self-triggered strategy

The STC strategy proposed in the previous section, produces solutions with input profiles that have so-called group sparsity property [39] in the sense that \( u_t = 0, t = \mathbb{N}_{[t_1, t_{\ell+1}]} \), see Figure 1(a). In different applications it can be preferable to have other profiles of the input than enforced by \( \mathbf{u} \in \tilde{\mathcal{U}}_M(x) \) in (15). Our framework is general in the sense that it offers the flexibility to adopt such different input profiles. To make this more clear, consider NCS-type of applications, in which it is sometimes desirable to avoid frequent (continuous) changes of the control input. Hence, it is desirable to keep the inputs constant between two execution times. The approach presented in Section 3 can include this easily by replacing \( \tilde{\mathcal{U}}_M(x) \) in (15) by

\[
\tilde{\mathcal{U}}_M(x) := \left\{ \mathbf{u} \in \mathcal{U}^M \mid \forall \mathbf{v} \in \mathbb{U}, \forall i \in \mathbb{N}_{[0, M-1]}, \Pi_i \mathbf{u} = \tilde{\mathbf{u}}, \right. \left. \forall i \in \mathbb{N}_{[1, M-1]}, x_i(x, \mathbf{u}) \in \mathbb{X} \text{ and } x_M(x, \mathbf{u}) \in \mathbb{X}_f \right\}.
\]

The constraints in (20) specify, amongst others, that \( \mathbf{u} \in \tilde{\mathcal{U}}_M(x) \) is of the form \((\mathbf{u}_0, \mathbf{u}_1, \ldots, \mathbf{u}_{M-1})\), for some \( \tilde{\mathbf{u}} \in \mathbb{U} \), as depicted in Fig. 1(b). Note that, for fixed \( M \in \mathbb{N} \), the strategy based on \( \mathbf{u} \in \tilde{\mathcal{U}}_M(x) \) requires the same amount of data to be transmitted as \( \mathbf{u} \in \tilde{\mathcal{U}}_M(x) \). The only difference is that in the former the actuators perform a “to hold” action, while in the latter a “to zero” strategy [5] is followed.

Both the strategies based on \( \tilde{\mathcal{U}}_M(x) \) and \( \tilde{\mathcal{U}}_M(x) \) have \( n_u \) free control variables, but all elements of the input vector are updated simultaneously. A strategy leading to sparse solutions (instead of group sparse solutions), i.e., allowing each actuator to actuate independently but sporadically, can be obtained by replacing \( \tilde{\mathcal{U}}_M(x) \) in (15) by

\[
\hat{\mathcal{U}}_M(x) = \left\{ \mathbf{u} \in \mathcal{U}^M \mid \forall j \in \mathbb{N}_{[1, n_u]}, \mathrm{nz}(\mathbf{u}, j) \leq 1 \text{ and } \forall i \in \mathbb{N}_{[1, M-1]}, x_i(x, \mathbf{u}) \in \mathbb{X} \text{ and } x_M(x, \mathbf{u}) \in \mathbb{X}_f \right\},
\]

in which \( \mathrm{nz}(\mathbf{u}, j) \) denotes the number of non-zero elements in the set \( \{u_0^{(j)}, u_1^{(j)}, \ldots, u_{M-1}^{(j)}\} \), where \( \mathbf{u} = (u_0, u_1, \ldots, u_{M-1}) \) and \( u_t = (u_0^{(t)}, u_1^{(t)}, \ldots, u_{M-1}^{(t)}) \in \mathbb{R}^{n_u}, t = 0, 1, \ldots, M - 1 \). This strategy allows for sparse profiles of the form depicted in Fig. 1(c), which are relevant in, for instance, control of overactuated systems, see, e.g., [3]. Note that due to the additional degree of freedom in the input update times (compared to group sparse profiles), we now consider \( (M + 1)^{n_u} \) possible discrete choices of input update patterns. However, for a fixed \( M \in \mathbb{N} \), one could solve them in an ordered manner trying first the options with a minimal number of actuators that require a non-zero value. Moreover, for fixed \( M \in \mathbb{N} \), it requires more data to be communicated, as both the control values and the timing information of when the control values are to be implemented should be sent to the actuators.

Although the discussed input profiles address (actuation and/or communication) resource constraints in all elements of the input, the framework can also address problems where resource constraints only apply to certain elements of the input (e.g., the case where only one element \( u_t \) is transmitted over a wireless link with limited bandwidth, or the case where only the actuator corresponding to input \( u_j \) is subject to wear and tear). For ease of exposition, in the next section we focus on the algorithm discussed in Section 3.1, but the resulting derivations apply mutatis mutandis to the cases described in this section as well, see Remark 2 at the end of Section 3.3.

### 3.3. Theoretical properties

The self-triggered MPC law given by Algorithm 1 has the following important properties. Recall that the conditions regarding the terminal set and terminal cost (Assumption 1) are standing assumptions.
Theorem 1. (Recursive feasibility): Given $\beta \geq 1$, the control law as in Algorithm 1 is well posed, i.e., for all $x \in \mathbb{X}_f$, $M^s(x) \in \mathbb{N}_{\geq 1}$ and $u^{mp}(x) \neq \emptyset$.

Proof. The proof is based on showing that for each $x \in \mathbb{X}_f$ there exists $u_0 \in U$ such that

$$\beta[V(g(x, u_0)) - V(x)] \leq -L(x, u_0) \tag{22}$$

and $g(x, u_0) \in \mathbb{X}_f$. Observe that (22) is equivalent to the condition (16) for $M = 1$. In fact, we are going to show that $u^{mp}(x)$ was constructed based on (3) using the conditions (8a)-(8c) related to the terminal set and cost method. We take $u^*(x) := (u^*_0(x), u^*_1(x), \ldots, u^*_N(x)) \in \mathcal{U}_N(x)$ and thus $u^*_0(x) = u^{mp}(x)$, see (5) and (7). Moreover, we take $\bar{u} := (u^*_0(x), u^*_1(x), Kx_N(x, u^*(x)))$ and note that as $u^*(x) \in \mathcal{U}_N(x)$ we have that $x_N(x, u^*(x)) \in \mathbb{X}_f$, now we can invoke (8b) and (8c) to see that $g(x_N(x, u^*(x)), Kx_N(x, u^*(x))) \in \mathbb{X}_f$ and $Kx_N(x, u^*(x)) \in \mathcal{U}$. Hence, we conclude that $u \in \mathcal{U}_N(x)$ from (8a). By following standard arguments, see, e.g., [38], we have that

$$V(g(x, u^{mp}(x))) - V(x) \leq F\left(x_N\left(g(x, u^{mp}(x)), \bar{u}\right) + \sum_{k=0}^{N-1} L(x_k, u^*(x), \Pi_k \bar{u}) - F(x_N(x, u^*(x)))\right)$$

$$+ L(x_N, u^*(x), Kx_N(x, u^*(x)))) - L(x_N, u^{mp}(x)). \tag{23}$$

As $x_N(x, u^*(x)) \in \mathbb{X}_f$, we can invoke (8a) to obtain from (23)

$$V\left(g\left(x, u^{mp}(x)\right)\right) - V(x) \leq -L(x, u^{mp}(x)). \tag{24}$$

Since $\beta \geq 1$, we see that (24) implies (22) for $u_0 = u^{mp}(x)$. Clearly, $u^{mp}(x) \in \mathcal{U}$ and since we already established $\bar{u} \in \mathcal{U}_N(g(x, u^{mp}(x)))$, we also have $g(x, u^{mp}(x)) \in \mathbb{X}_f$. Therefore, $u^{mp}(x) \in \mathcal{U}_N(x)$ and due to (24) also $u^{mp}(x) \in \mathcal{U}^*$. Hence, $\mathcal{U}^*(x) \neq \emptyset$ and $M^s(x) \in \mathbb{N}_{\geq 1}$ for all $x \in \mathbb{X}_f$. \hfill \Box

Theorem 2. (Sub-optimality and constraint satisfaction):

Let $\beta \geq 1$. The control law as in Algorithm 1 satisfies the performance guarantee given in (10) as well as the constraints given in (2) for the closed-loop system (1) with (17) for all $x_0 \in \mathbb{X}_f$.

Proof. Condition (12) with the control law in (17), yields for $l \in \mathbb{N}$

$$\sum_{i=t}^{t_l-1} L(x_i, u_i) \leq \beta\left[V(x_l) - V(x_{i+1})\right] \tag{25}$$

and by the definition in (15),

$$u_t \in \mathcal{U} \text{ for } t \in \mathbb{N}_{(t, t_l)}, x_t \in \mathbb{X} \text{ for } t \in \mathbb{N}_{(t, t_l)} \text{ and } x_{t+l} \in \mathbb{X}_f \subseteq \mathbb{X}. \tag{26}$$

Summing (25) for $l = 0$ to $L \in \mathbb{N}$ and using $t_0 = 0$ lead to

$$l = 0; \sum_{i=0}^{t_l-1} L(x_i, u_i) \leq \beta[V(x_0) - V(x_l)]$$

$$l = 1; \sum_{i=1}^{t_l-1} L(x_i, u_i) \leq \beta[V(x_l) - V(x_{i+1})]$$

$$\vdots \vdots \vdots$$

$$l = L; \sum_{i=t_{l-1}+1}^{t_l-1} L(x_i, u_i) \leq \beta[V(x_l) - V(x_{i+1})]$$

$$\sum_{i=0}^{t_l-1} L(x_i, u_i) \leq \beta\left[V(x_0) - V(x_{t_{l-1}+1})\right] \leq \beta V(x_0),$$

where in the latter inequality we used that $V$ takes only nonnegative values. Let $L \to \infty$, the desired performance guarantee (10) is obtained. Since we have (26) for all $l \in \mathbb{N}$, also the input and state constraints as in (2) are satisfied. \hfill \Box

Theorem 3. Stability: Let $\beta \geq 1$. The control law given by Algorithm 1 renders the closed-loop system given by (1) and (17) asymptotically stable for initial conditions in $\mathbb{X}_f$.

Proof. The proof is based on showing that $V$ is a Lyapunov function for the closed-loop system (1) and (17). We will first show that $V(x) \leq \alpha_2(\|x\|)$ for all $x \in \mathbb{X}_f$, with $\alpha_2$ as in (8e). Let $\bar{x} := (x_1, x_2, \ldots, x_N)$ denote the state sequence generated by the auxiliary system $\bar{x}_{l+1} = g(\bar{x}_l, K(\bar{x}_l))$ starting from $\bar{x}_0 \in \mathbb{X}_f$ and let $\bar{u} = (K(\bar{x}_0), K(\bar{x}_1), \ldots, K(\bar{x}_{N-1}))$ be the corresponding input sequence. Note that as $\bar{x}_0 \in \mathbb{X}_f$, from (8b) and (8c) we have that $\bar{x} \in \mathbb{X}_f^N$ and $\bar{u} \in \mathcal{U}^N$. Now, we invoke (8a) to obtain

$$F(\bar{x}_1) - F(\bar{x}_0) + L(\bar{x}_0, K(\bar{x}_0)) \leq 0,$$

$$F(\bar{x}_2) - F(\bar{x}_1) + L(\bar{x}_1, K(\bar{x}_1)) \leq 0,$$

$$\vdots$$

$$F(\bar{x}_N) - F(\bar{x}_{N-1}) + L(\bar{x}_{N-1}, K(\bar{x}_{N-1})) \leq 0,$$

and observe that by summing these inequalities we get $-F(\bar{x}_0) + F(\bar{x}_N) + \sum_{k=0}^{N-1} L(\bar{x}_k, K(\bar{x}_k)) \leq 0$, implying that $J_N(\bar{x}_0, \bar{u}) \leq F(\bar{x}_0)$ for any $\bar{x}_0 \in \mathbb{X}_f$. Using this fact, and (8e), for $\bar{x}_0 = x \in \mathbb{X}_f$ we have that

$$V(x) \leq J_N(x, \bar{u}) \leq F(x) \leq \alpha_2(\|x\|). \tag{27}$$

From (10) and (8d), we have that for all $x \in \mathbb{X}_f$

$$\sum_{i=0}^{\infty} \alpha_1(\|x_i\|) \leq \sum_{i=0}^{\infty} L(x_i, u_i) \leq \beta V(x), \tag{28}$$

where $x_i$ is the solution to the closed-loop system (1) and (17) starting from $x_0 = x \in \mathbb{X}_f$, and $u_i$ as in (17b). This immediately implies that we have the attractivity property in $\mathbb{X}_f$, i.e., for all $x_0 \in \mathbb{X}_f$ we have $\lim_{n \to \infty} \|x_i\| = 0$. To establish Lyapunov stability we fix $\delta > 0$ such that $\mathcal{B}_\delta := \{x \in \mathbb{R}^n \mid \|x\| \leq \delta\} \subseteq \mathbb{X}_f$
and let $\varepsilon > 0$ be such that $\beta_2(\delta) \leq \alpha_1(\varepsilon)$. Then for $x_0 \in B_k$, from (27) and (28) we see that
\[
\sum_{i=0}^{\infty} \alpha_1(\|x_i\|) \leq \beta V(x_0) \leq \beta_2(\|x_0\|) \leq \beta_2(\delta) \leq \alpha_1(\varepsilon),
\]
hence, $\alpha_1(\|x_i\|) \leq \alpha_1(\varepsilon)$ for all $t \in \mathbb{N}$, i.e., $x_t \in B_k$ for all $t \in \mathbb{N}$. This completes the proof.

Hence, Theorems 1, 2 and 3 establish the properties required in the problem formulation given in Section 2. By maximizing at every execution time $t_i$ the next value $U_{t_i}$, also significant sparsity properties, and communication reductions (following the variants in Section 3.2), will be realized (see the examples in Section 5).

**Remark 2.** Regarding the theoretical properties for the variants resulting in infrequently changing input profiles and sparse input profiles, described by $\bar{U}_{M}(x)$ in (20) and $\tilde{U}_{M}(x)$ in (21), respectively, note that for $x \in \mathcal{X}_f$ and $M = 1$ we have that $\bar{U}_{1}(x) = \bar{U}_{1}(x) = \tilde{U}_{1}(x)$. The proof of Theorem 1 is based on showing that for $x \in \mathcal{X}_f$ a feasible solution exists for $M = 1$, hence, Theorem 1 applies directly to the variants $\bar{U}_{M}(x)$ and $\tilde{U}_{M}(x)$ as well.

Note that by using $u \in \bar{U}_{M}(x)$ or $u \in \tilde{U}_{M}(x)$ in (15), we see that (26) holds. Moreover, as (15) implies that (16) is satisfied, the performance guarantee (10) can be obtained analogously to the proof of Theorem 2.

Both the variants based on $u \in \bar{U}_{M}(x)$ and $u \in \tilde{U}_{M}(x)$ satisfy the performance guarantee (10), and, moreover, are based on the terminal set and cost method, subject to the conditions given in Assumption 1. As a consequence, the stability proof for these variants can be obtained analogously to the proof of Theorem 3, by using the properties related to the terminal set and terminal cost method, i.e., (8a)-(8e), and the performance guarantee (10).

4. Implementation considerations

In the implementation of the control law in Algorithm 1, the evaluation of (16) plays a crucial role. Note that the term $V(x_{M}(x, u))$ in the right-hand side of (16) is a priori unknown due to the fact that it depends on $u$, which is yet to be constructed. We rearrange terms in (16) to observe that each $u \in \bar{U}_{M}(x)$ is characterized by
\[
\beta V(x_{M}(x, u)) + \sum_{k=0}^{M-1} L(x_k(x, u), \Pi_k u) \leq \beta V(x).
\]
and $u \in \bar{U}_{M}(x)$. (30b)

To implement Algorithm 1, the objective is now for a given $x \in \mathcal{X}_f$ to find the largest $M \in \mathbb{N}$ for which (30) is feasible. For fixed $M \in \mathbb{N}$, feasibility of (30) for some $u \in \bar{U}_{M}(x)$ is equivalent to the minimum of the left-hand side of (30a) subject to $u \in \bar{U}_{M}(x)$ being smaller than the right-hand side of (30a).

More formally, $U^*_M(x) \neq \emptyset$ if and only if
\[
\min_{u \in \bar{U}_{M}(x)} \beta V(x_{M}(x, u)) + \sum_{k=0}^{M-1} L(x_k(x, u), \Pi_k u) \leq \beta V(x).
\]

As we do not have an explicit formula for $V(x_{M}(x, u))$, it is unclear how to verify (31). To resolve this issue, we replace $V(x_{M}(x, u))$ in (31) by the corresponding optimization problem (4), which effectively results in an extension of the prediction horizon. To perform this replacement, a similar notation to the one in (13) is introduced for the horizon $M + \delta$, leading to
\[
\bar{U}_{M,N}(x) := \{u \in \mathcal{U}^{M+N} | \forall i \in \mathbb{N}_{[1,M-1]}, \Pi_i u = 0, \forall j \in \mathbb{N}_{[1,M+N-1]}, x_j(x, u) \in \mathcal{X} \}
\] and $x_{M+N}(x, u) \in \mathcal{X}_f$. (32)

Figure 2 shows an example of $u \in \bar{U}_{M,N}(x)$.

Replacing $V(x_{M}(x, u))$ in (31) by the corresponding optimization problem (4) and incorporating the notation in (32), the implementation of Algorithm 1 can be realized as follows.

**Algorithm 2.** At execution time $t_i$ and state $x_i = x$, find the largest $M \in \{1, 2, \ldots, M\}$, denoted by $M^*$, such that
\[
\min_{u \in \bar{U}_{M,N}(x)} \beta F(x_{M+N}(x, u)) + \beta \sum_{k=M}^{M+N-1} L(x_k(x, u), \Pi_k u)
\]
\[
+ \sum_{k=0}^{M-1} L(x_k(x, u), \Pi_k u) \leq \beta V(x),
\]
holds and let $u^* \in \bar{U}_{M,N}(x)$ be a corresponding minimizer. The next execution time $t_{i+1} = t_i + t_i$ and $\bar{u}_i = \Pi_{t_i} u^*$ in (11).

Note that in Algorithm 2, it has to be verified if the obtained minimizer in the left-hand side is smaller than the right-hand side of the inequality (33), i.e., smaller than $\beta V(x)$, where $V(x)$ obtained by solving the MPC problem in (4). Hence, the algorithm is based on solving similar nonlinear optimization problems as the original MPC setup (only over a somewhat larger horizon), but with (nearly) the same number of free variables.

Comparing the standard MPC setup in Section 2.1, which requires using computation, actuation and/or communication resources at each time instant $t \in \mathbb{N}$, with the proposed self-triggered MPC scheme, we see that for the latter scheme the resources are only needed at the execution times $t_i$, $t \in \mathbb{N}$, while on times $[t_i + 1, t_i + 2, \ldots, t_{i+1} - 1]$ no computation, actuation and/or communication resources are required. However, not that at the execution times more computations are needed, i.e., more optimal control problems have to be solved, although the
average computational load might be roughly the same as the optimal MPC setup that has to solve optimal control problems at each time instant. In this sense, (more bursty) computations are “traded” for (less) resource utilization (cf. [40]).

In particular, to obtain \( M' = M'_{\text{fix}}(x) \) for the fixed upper-bound \( M \in \mathbb{N}_{\geq 1} \), it is necessary to solve \( M + 1 \) optimization problems, corresponding to MPC problems with prediction horizons \( N, N + 1, \ldots, N + M \), respectively (having \( N + 1 \) vectors of free control variables). Hence, at time \( t \) and state \( x_t = x \), one has to solve \( M + 1 \) optimization problems, and then the next \( M'_{\text{fix}}(x) - 1 \) steps, no computation (and no actuation and communication) resources are needed. This indicates that when \( M'_{\text{fix}}(x) \) is large and close to \( M \), the average number of optimization problems solved is almost the same as for the standard MPC setup given in Section 2.1. However, the computations are more “bursty” now (only at \( t_i, i \in \mathbb{N} \)), but this gives the advantage of obtaining sparse or sporadically changing control signals with constraint satisfaction and guaranteed performance in terms of the original MPC cost.

**Remark 3.** An alternative implementation scheme that preserves the properties in Theorems 1, 2 and 3 is obtained by replacing \( M'_{\text{fix}}(x) \) in (18) by

\[
M'_{\text{incr}}(x) = \{ M \in \mathbb{N}_{\geq 1} | U'_m(x) \neq 0, m \in \mathbb{N}_{\geq 1}, M \}
\]

and \( U'_m(x) \) in (19) by

\[
U'_m(x) = U'_{m+1}(x).\]

This scheme incrementally increases \( M \) until (33) ceases to hold, and does not search for possibly larger values beyond \( M'_{\text{incr}}(x) \) for which (33) can still be guaranteed. This alternative implementation requires solving \( M'_{\text{incr}}(x)+1 \) optimization problems when in state \( x \), while in the next \( M'_{\text{incr}}(x) \) no computation, communication and actuation is needed. This indicates that for the incremental scheme that when \( M'_{\text{incr}}(x) \) is typically large, the average number of optimization problems to be solved is almost the same as the optimal MPC setup in Section 2.1. We will illustrate this quantitatively in Section 5.

**Remark 4.** In order to deal with the computational burden of standard MPC problems, it is common practice to reduce the degrees of freedom of the optimization problem by restricting the input to be constant over several time-steps. This procedure is referred to as “move blocking”, see, e.g., [41, 42, 43]. Move blocking is usually applied towards the end of the optimization horizon. In contrast to move blocking, the proposed self-triggered strategy fixes the input at the beginning of the optimization horizon (see Fig. 2), while giving full flexibility towards the end of the horizon. This is an interesting distinction.

5. Numerical examples

In order to illustrate the effectiveness of the self-triggered MPC scheme, two numerical examples are presented. Both examples consider nonlinear systems subject to state constraints. In the first example, we require \( u \in \mathcal{U}_d(x) \) (group sparsity), whereas in the second example we consider a system with two inputs and consider the variant based on \( u \in \mathcal{U}_d(x) \) (sparsity). In both cases we consider a quadratic cost function (3a) of the form

\[
J_N(x, u) := x_N^T(x, u)P x_N(x, u) + \sum_{k=0}^{N-1} x_k^T(x, u)Q x_k(x, u) + u_k^T R u_k,
\]

where \( Q > 0, R > 0 \) and \( P > 0 \) are weighting matrices.

5.1. Self-triggered strategy for \( u \in \mathcal{U}_d(x) \)

We consider an open-loop unstable discrete-time nonlinear system given by

\[
g(x_t, u_t) = \begin{cases} x_t^{(1)} + x_t^{(2)} + \frac{1}{2}(x_t^{(1)})^2, \\ x_{t+1}^{(2)} + \frac{1}{2}(x_{t+1}^{(2)})^2 + u_t, \end{cases}
\]

where \( x_t = [x_t^{(1)} x_t^{(2)}]^T \), and the weighting matrices of the running cost are chosen as

\[
Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad R = 1.
\]

Additionally, state constraints \(-1 \leq x_t^{(1)} \leq 1, i = 1, 2, t \in \mathbb{N}\) are imposed on the system and the prediction horizon is fixed to \( N = 20 \). The upperbound on the inter-transmission times is set to \( M = 50 \). The terminal cost and terminal set satisfying Assumption 1 are computed based on linearization of the system and upper bounding the linearization error, and are given by \( F(x) = x^T P x, x \in \mathbb{R}^n \), where \( P = \begin{bmatrix} 5.8942 & 4.7384 \\ 4.7384 & 9.2263 \end{bmatrix}, \ K = [-0.4221, 1.2439] \) and \( \mathcal{X}_f = \{ x \in \mathbb{X} | x^T P x \leq \alpha \} \), with \( \alpha = 0.2967 \). We consider 20 initial conditions selected randomly within \( \mathcal{X}_f \), Figure 3 shows the time response for one initial condition \( x_0 = [-0.1421, 0.9363]^T \) with \( \beta = 1.1 \). We observe that even for a slight decrease in performance (i.e., an increase of at most 10% of the guaranteed upperbound on the infinite horizon cost, see (10)), we obtain input profiles with significant sparsity.

![Figure 3: Resulting states and inputs versus time, for \( \beta = 1.1 \).](image-url)
[1, 1.010, ..., 1.100, 1.125, ..., 1.250] averaged over 20 initial conditions. The true infinite horizon cost (cf. (10)) is obtained by evaluating $\sum_{k=0}^{H} x_k^T Q x_k + u_k^T R u_k$ over (sufficiently large) simulation horizons $H$. We see that by increasing $\beta$ beyond $\beta > 1.125$ the cost increases, but there is no further reduction in resource utilization. However, with at most a 12.5% increase on the infinite horizon cost in (10) (i.e., $\beta = 1.125$), we obtain an average inter-transmission time $M_{avg}$ of 12.4. Hence, for this nonlinear example, we considerably reduce the system’s resource utilization with only a slight decrease in performance compared to the traditional MPC (with an average inter-transmission time of 1). This shows the algorithm’s capabilities of providing significant reductions in resource utilization, even at a slight decrease in performance.

5.2. Self-triggered strategy for $u \in \mathcal{U}_M(x)$

We modify system (34) by adding a second input to illustrate the effectiveness of the sparsity variant based on $u \in \mathcal{U}_M(x)$ (see (21)). Consider the system

$$g(x_t, u_t) = \begin{cases} x_t^{(1)} = x_t^{(1)} + x_t^{(2)} + \frac{1}{2}(x_t^{(1)})^2 + u_t^{(1)}, \\ x_{t+1} = x_t^{(1)} + \frac{1}{2}(x_t^{(2)})^2 + u_t^{(2)}, \end{cases}$$

where $x_t = [x_t^{(1)} \ x_t^{(2)}]^T$, $u_t = [u_t^{(1)} \ u_t^{(2)}]^T$, and the weighting matrices of the running cost are chosen as

$$Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$ (37)

Additionally, state constraints $-1 \leq x_t^{(i)} \leq 1$, $i = 1, 2$, $t \in \mathbb{N}$, are imposed on the system and the prediction horizon is fixed to $N = 10$. Due to the combinatorial nature of the required optimization problem, the upperbound on the inter-transmission times is set to $M = 8$. The terminal cost and terminal set satisfying Assumption 1 are computed based on linearization of the system and upper bounding the linearization error, and are given by $F(x) = x^T P x$, $x \in \mathbb{R}^n$, where

$$P = \begin{bmatrix} 3.1878 & 1.3464 \\ 1.3464 & 4.8938 \end{bmatrix}, \quad K = -\begin{bmatrix} 0.5939 & 0.6732 \\ 0.0793 & 0.7737 \end{bmatrix}$$

and $\mathcal{X}_T = \{x \in \mathcal{X} | x^T P x \leq \alpha\}$, with $\alpha = 1.9955$. Figure 5 shows the time response for initial condition $x_0 = [0.8404 \ -0.5880]^T$ with $\beta = 1.05$. As we require $u \in \mathcal{U}_M(x)$, this allows each actuator to update independently but sporadically. From Figure 5, we observe that the algorithm exploits this additional degree of freedom (compared to group sparse input profiles). Moreover, we again observe that, for a slight decrease in performance (i.e., an increase of at most 5% of the guaranteed upperbound on the infinite horizon cost, see (10)), we obtain input profiles with significant sparsity (i.e., 66% of the input values are zero).

![Figure 4: Cost versus the (average) inter-transmission time, for $\beta \in \{1, 1.010, ..., 1.100, 1.125, ..., 1.250\}$](image)

![Figure 5: Resulting states, inputs and indication of element-wise input sparsity versus time, for $\beta = 1.05$.](image)

6. Conclusions

In this paper we proposed a self-triggered control strategy for discrete-time nonlinear systems subject to state and input constraints. The proposed strategy has three important features: (i) significant reductions in resource utilization are obtained, (ii) a priori closed-loop performance guarantees are provided (by design), (iii) co-design of both the feedback law and triggering condition is achieved. Regarding the performance guarantees (feature (ii)), the control laws and triggering mechanisms were designed jointly such that an a priori chosen (sub-optimal) level of performance in terms of the original infinite horizon cost function is guaranteed, next to asymptotic stability and constraint satisfaction. Interestingly, the presented framework is flexible in the sense that it can be configured to generate both sparse and sporadically changing input profiles thereby having the ability to serve various application domains in which different resources are scarce or expensive, e.g., communication bandwidth in networked control systems, battery power in wireless control, or fuel in space or underwater vehicles. The effectiveness of the approach was illustrated by means of numerical examples, showing a significant reduction in the usage of the system’s resources, without trading much of the guaranteed achievable performance. As such, the proposed approach provides a viable control strategy to balance the usage of the system’s resources and control performance.
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